Lecture 12:

Creating Al Agents +
Simulating Virtual Worlds for Training

Visual Computing Systems
Stanford C5348K, Spring 2024



First:
resuming discussion of LLM-based agents from last time
(Generative agents + Voyager papers)




LLM-driven problem solving vs. trial and error

m Problem solving approach of the previous lecture and our discussion up until now:
- State problem in plain text

- Use LLM as a general purpose problem solver

- LLM provides text-based (or code based) solution strategy
- Execute strategy in a virtual world

m Now let’s consider problems where it’s less obvious how to describe the problem in text...
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Dexterous
manipulation
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Why learning via trial and error requires
a lot of simulated experience
(reinforcement learning example)
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RLin 30 seconds

Model Inference

environment
observation —» 7-‘-9 —>
e.g. RGB image

agent
action
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RLin 30 seconds

Model Inference

environment

i agent
observation —» /| 9 —p agE
: action
e.g. RGB image
Model Training
sequence of
observations
sequence of \ compute loss
qt ti gradients update
agent actions Ipcats
W W = N - 7"'9 _>viaSGD

Reward: change in /

distance from goal
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RLin 30 seconds

Model Inference

environment
observation —» 7‘-9 —>
e.g. RGB image

agent
action

Model Training

compute loss
gradients update

—p — model
T via SGD
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RLin 30 seconds

Many rollouts:
- Agents independently navigating
same environments

Batch Model
Training

compute loss

gradients update . tg
—l — model . =
T via SGD s a

=

e,
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RLin 30 seconds

Many rollouts:

- Agents independently navigating
same environments

= Or different environments

Batch Model
Training

Rollout 2 compute loss
gradients update

— -  model
T via SGD

Rollout 3
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Learning skills can require many trials (billions) of
learning experience

m Training in diverse set of virtual environments

m Many training trials in each environment
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Need significant amounts of simulated expe

Example: even for simple PointGoal navigation task: need
billions of steps of “experience” to exceed traditional non-
learned approaches

Performance on Gibson validation split
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Accurate
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Many interactive virtual home environments
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Navigate to a location

Find an object

Rearrange the room so objects are in desired locations
Pour oneself a glass of milk

.
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Multi-agent games Atar Games
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RL workload summary

m Withinarollout
- For each step of a rollout:

- Render — Execute policy inference — simulate next world state

m Across many independent rollouts
- Simulated agents may (or may not) share scene state

- Diversity in scenes in a batch of rollouts is desirable to avoid overfitting, sample
efficiency of learning
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Common simulation approach: treat simulator as a black
box, gain high throughput via scale-out parallelization

Treat existing simulation engines
as a black box.

_____

Run many copies of the black box
N parallel.

Inference & |
Learning N Observa tions | |




OpenAl’s “OpenAl 5" Dota 2 bot

CPUs

GPUs

Experience collected

Size of observation

Observations per

second of gameplay

Batch size

Batches per minute

OPENAI FIVE

128,000 preemptible CPU cores on GCP

256 P100 GPUs on GCP
~180 years per day (~900 years per day
counting each hero separately)

~36.8 kB

79

1,048,576 observations

~60

ooooooooooo

111111

Stanford C5348K, Spring 2024



Generating simulated experience is computationally
demanding

Navigation in 3D
OpenAl Five scanned environments Game playing

a. Plaver Hero b. Allied Hero c¢. Allied Team d. Enemy Team

k. Fog of War

h. Modifiers
I. ltems

n . Allied Cree
°< A
LY
l. Allied Tower
| ...j.\.v....“‘ = = : e . “

j. Abilities

Rapid: 128,000 CPUs, 64 GPUs over 2.5 days Deepmind Lab Training with
days of training (2B experience samples) 4000 CPUs and 64 TPUs
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Large-scale agent training is expensive!

OpenAl Five Robotics in Virtual World OpenAl Hide and Seek
a. Plaver Hero b. Allied Hero c. Allied Team  d. Enemy Team l X \ \ ii a - ' v

e. Enemy Creep

. Q@Q- f. Enemy Heroes (RS _"___‘_:;,_ ‘.,, |

. g. Allied Creeps [
6( & |

k. Fog of War

. Allied Tower

h. Modifiers

I. ltems

Learning Dota 2: 64 GPUs over 2.5 days High-level strategies emerge
Months of training (2B experience samples) after billions of world time steps
CPUs 128,000 preemptible CPU cores on GCP
GPUs 256 P100 GPUs on GCP

Experience collected ~180 years per day (~900 years per day
counting each hero separately)



Example: PointGoal navigation task system components

Database of 3D assets (meshes, textures collision meshes)

l Viewpoints, scene object positions l
/\‘

World State Renderer

(Q; b
SImUIatOr (render scene from viewpoint of agent)

(updates position of agent in scene,
detects collisions with scene geometry)

Non-rendered state: position, compass... Rendered frames

Inference/Learning

(inference: action from rendered image,
learning: update policy model from rollouts)

o

Next action
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Simulator

Renderer

Scene A

Inference

Simulator

Renderer

Scene B

Inference

Simulator

Renderer

Scene D

Inference

Simulator

Renderer

Scene A

Inference

Simulator

Renderer

Scene B

Inference

Simulator

Renderer

Scene D

Inference

Basic design: parallelize over workers

Simulator

Renderer

Scene A

Inference

Simulator

Renderer

Scene C

Inference

Simulator

Renderer

Scene D

Inference

Ask yourself:
1. What data gets communicated?

2. Can the system scale to sufficient parallelism?

3. Are there sync bottlenecks

Learning

learning: update policy model
from rollouts)

Uy’
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Example: Rapid (OpenAl)

Optimizer + Connected Rollout Workers (x256)

Rollout Workers
~500 CPUs

Run episodes
» 80% against current bot

» 20% against mixture of past versions Rollout
. > Data
Randomized game settings Samples

Push data every 60s of gameplay
- Discount rewards across the 60s using
generalized advantage estimation

Model Parameters

(10M floats)

Eval Workers

~2500 CPUs
Play in various environments Model
for evaluation Parameters

* vs hardcoded “scripted” bot

- vs previous similar bots (used to
compute Trueskill)

* vs self (for humans to watch
and analyze)

Optimizers

use NCCL2 to
average gradients
at every step.

Gradient

Updates
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lhat modern graphics engines are designed to render

Py,
B ¢

4K image outpbuts | .

'y

5 7 | o AR =R AT 1% 47 ¢ 1 Hidal . (i gt P iy :
* \ y .“‘ ' . - . N hat 1Y : b 1. 2 17 , LY »a J r‘. ) ." 't a ’I . A '.,V A
1 Qg s Y ' ) . B I (e A 2 " T “a b AR - . ' H R Y y s Vs A
- : : '

Advancet

e A T

l"l

e s

Forza-Horizon-5




£
o
Qo
Q
=
o
©
Z
@
()
P
o=
-




Joining for coffee at a cafe
T—— P—— Y w— T

) —

m Example renderings from common RL learning
environments el
- Low resolution o T e R
- Simple lighting/shading e L S

X

morning routine
— anything new about the

upcoming mayoral election?
| LJ .

:

T Y

< i1
s

[Tom] : No, not really. Do you
know who is running?

oqr;rﬁﬂ

Achik-sior

Mine Amethyst

Mine Gold o

Build Nether Portal : -
Hunt Pig ||

with Human Feedback
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Design issues

m [nefficient simulation/rendering: rendering a small image does not make good use of a
modern GPU (rendering throughput is low)

m Duplication of computation and memory footprint (for scene data) across renderer/
simulator instances

m Seems wasteful, right?
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Tonight’s reading

m The design of a game engine for the specific case of running many independent world
simulations at the same time on a GPU [Shacklett et al 2023]
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