
Visual Computing Systems 
Stanford CS348K, Spring 2025

Lecture 8:

Generating Training Set for 
Visual Foundation Models

Pre-class meet n’ greet topics for your table:

If you were training a text-to-video generation model and had access to all of 

Youtube, what videos would you choose to train on?

What video would you not want to train on?
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One topic from recent classes
If you can generate paired training data, you can train a 
conditioned generation model 
- Text-to-X  (Where X is image/video/3D model) 
- Image-to-X 
- Depth-to-image 
- Line sketch-to-image 
- Human pose-to-image 

For interesting conditions, the paired condition is generated 
using automatic methods (“pseudo annotation”) 
- Impractical to annotate a sufficiently large dataset by hand 
- Usually even crowdsourcing is impractical

Stoke control: must estimate plausible strokes from 
image: detect edges, detect objects, 

retain edges near silhouettes

Cuboid control: detect objects, estimate depth, 
estimate 3D boxes, render 2D projection of 3D boxes

[Sarukkai et al. 2024]

[Bhat et al. 2024]
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You are training a video generation model at Google. 
You have access to all of Youtube’s “free for use” content. 

You are interested in text-to-video conditioning. 
And maybe even sketch an object-movement path to video conditioning. 

How would you go about selecting and annotating your data? 
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Training data selection (for video)
What content might we want to filter from training set?  (Not train on)

Inappropriate content

Static image videos (e.g., Kayvon’s lecture videos on Youtube)

Videos with rapid cinematic cuts

Videos with large amounts of text (often presentations/slides)

[Adopted from Blattman et al. 2023]

Videos that have content that current generative AI models are known to struggle width

Duplicate content
Copyrighted content, (even if it’s marked as free use… could be duplicate of copyrighted content)
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Training data annotation (for video)
What type of annotations might we want?

For text conditioning: text description of each video: 
But are properties of a “good” description?
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What prompt would you use if you wanted to create this video?

[Generated by FramePack: Zhang et al. 2025]
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Training data annotation (for video)
What type of annotations might we want?

For text conditioning: text description of each video: 
But are properties of a “good” description? *

For movement vector conditioning: key object detections and vectors of movement of 
these objects

* We’ll dive deeper into this later in the slides.
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What about curating 3D meshes for 3D generation?
Similar curation issues 
- Detect inappropriate/duplicate/copyrighted 

- Render meshes and reduce to curation of images? 
- Directly analyze geometry? 

- Detect meshes with undesirable 3D properties 
- Simple geometry: simple cubes and planes used as “billboards” (that are intended to have texture)  
- “Low-quality” models with holes 
- Fine/thin structures that current models can’t reproduce 
- Many widely used “big” 3D datasets contain vast amounts of data that are filtered prior to training  

[Image credit: Décoret et al. 2023]

From Edify 3D, [NVIDIA 2024]

From Craftsman, [Li et al. 2024]
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Generating source content for 3D generation
Lack of good 3D models has led to interest in leveraging good 2D image generation models to generate 3D 
content for use as training data.

From Edify 3D, [NVIDIA 2024]



Stanford CS248A, Winter 2024

How to train a model to produce different views of the same object? 
Take a (pretty big) dataset of objects, fine tune image diffusion model on pairs

(Object, camera info)

Input (conditioning)

Rendered from 
viewpoint 2

Rendered from 
viewpoint 1

Output
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Automatically synthesizing text descriptions that lead to models that exhibit good 
alignment between text input and generated output assets is a hard problem 

(Note: this is about improving text-based controls)
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Common ideas in caption generation
Leverage modern VLMs to generate captions from 
images 
- Huge amounts of proprietary prompt engineering 
- In case of 3D model generation, render model to get 

the image (from what views?) 

Generate captions at multiple levels of detail 
- Provides many different descriptions of the same 

asset to the model (reduce overfitting) 
- Captures what user might prompt at different levels 

of precision 
- For short captions, creates one-to-many 

relationship between short captions and assets 
so that given a short-general-text description, 
model learns diverse distribution of answers 

- For detailed captions, model learns more precise 
mapping of parts of caption to details of asset

Source: Playground V3 [Lui et al. 2024]
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How do we validate the “quality” of these 
automatically generated captions?
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Automated caption 
evaluation strategies

General approach: check consistency of text captions with 
results of direct image analysis 
Run object detector on image, see if objects detected are 
mentioned in the caption 
Is embedding (CLIP score) of image similar to embedding 
of caption? 
Can an LLM (given only the caption) come up with the 
same answers to questions about an image as a VLM 
(given the image)? 
- How do we generate image-specific questions? 
For 3D models: are captions produced from rendered 
images consistent across different renderings of the same 
model? 
- What should the views be?

Source: Playground V3 [Lui et al. 2024]
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Caption evaluation ideas

Source: Playground V3 [Lui et al. 2024]
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Impact of captions
Output of three different models trained on different captions 
- Bold colored text highlights places where models 1 and 2 fail to adhere to prompt

Prompt:

Model 1 Model 2 Model 3
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Takeaways
Quality of techniques for automatically selecting and annotating training data for generative AI can have 
great impact on the usefulness of end models (“usefulness” = depends on both quality of generations AND 
ability to control generation in useful ways) 

Significant use of both conventional analysis tools and AI-based tools to perform data filtering and 
annotation 

The difference in model performance between “good” and “bad” datasets can be substantial 
- As big or bigger than differences between different model architectures, or models of different size. 
- Notice that companies are willing to publish source code for their models and write papers on the DNN 

architectures, but they publish far fewer details on the specifics of their data curation pipelines.  ! ! ! 

Difficult to evaluate dataset quality, and to attribute dataset selection choices to changes in end model 
performance 
- It’s currently a black art… could use more systematic research to understand better 
- Tonight’s reading: early systematic studies for dataset selection for text generation models (LLMs)


